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70 minutes = 500M features/second: faster than the IO bandwidth of a single machine $\Rightarrow$ faster than all possible single machine linear learning algorithms.
MPI-style AllReduce

Allreduce initial state
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Properties:
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Create Binary Tree

```
Create Binary Tree

7
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```
Reducing, step 1
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Reducing, step 2

```
28
/  \  /
8   13
/ \ / \ /
1  2 3  4
```
MPI-style AllReduce

Broadcast, step 1

\[
\begin{array}{c}
\hline
28 \\
\hline
28 & 28 \\
\hline
1 & 2 & 3 & 4 \\
\hline
\end{array}
\]

Properties:

1. Easily pipelined so no latency concerns.
2. Bandwidth $\leq 6n$.
3. No need to rewrite code!
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\[ n = \text{AllReduce}(1) \]

While (pass number \( \lt \) max)

1. While (examples left)
   
   1. Do online update.
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An Example Algorithm: Weight averaging

\[ n = \text{AllReduce}(1) \]

While (pass number < max)
  
  1. While (examples left)
     
     1. Do online update.
  
  2. \text{AllReduce}(weights)
  
  3. For each weight \( w \leftarrow w/n \)

Other algorithms implemented:

  1. Nonuniform averaging for online learning
  2. Conjugate Gradient
  3. LBFGS
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1. “Map” job moves program to data.

2. **Delayed initialization**: Most failures are disk failures. First read (and cache) all data, before initializing allreduce. Failures autorestart on different node with identical data.

3. **Speculative execution**: In a busy cluster, one node is often slow. Hadoop can speculatively start additional mappers. We use the first to finish reading all data once.

The net effect: Reliable execution out to perhaps 10K node-hours.
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Robustness & Speedup
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Graph showing the speedup of methods across different nodes.
Splice Site Recognition

![Graph](image)

- **auPRC**: Area Under the Precision-Recall Curve
- **Iteration**: Number of iterations
- **Online**: Online learning
- **L-BFGS w/ 5 online passes**: Stochastic Limited Memory BFGS with 5 online passes
- **L-BFGS w/ 1 online pass**: Stochastic Limited Memory BFGS with 1 online pass
- **L-BFGS**: Standard Limited Memory BFGS

The graph compares the performance of different methods over iterations, showing how each method's auPRC changes.
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