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Abstract of the Dissertation
Efficient Rendering of Volumetric Irregular Grids Data
by
Ricardo Farias
Doctor of Philosophy
in
Applied Mathematics and Statistics
State University of New York at Stony Brook
2001

In this dissertation, we show the results of our research on the field of
volumetric rendering of unstructured grid data sets. We present and explain
in detail our most important results and contributions.

Volumetric rendering is a highly computational intense process. Images
generated by this process show informations about the interior of the data, not
only about the surface, by considering the data composed by semi-transparent
materials.

A technique to be used as a tool for real-time analysis, is required to
achieve a minimum rate of 10 frames per second (ideally 30 fps). Even the
fastest algorithm for volumetric rendering takes about 3.5 seconds to generate
an image of a data set composed by half million cells in a computer with a
fast processor, nowadays.

In the first part of our research, we optimized the fastest algorithm (at the
time), developed by Bunyk et al. [6], and put together some approximation
techniques to speed up the image generation. In a time-critical fashion, ap-

proximate images are delivered until the system is given more time, when it

il



generates more and more accurate images up to the exact one.

In the second part, we present a novel, simple, fast, memory efficient, exact
and robust volume rendering algorithm based on the sweep paradigm, called
ZSweep. This algorithm and the further work we developed on it, became
the most important contribution of our research. Extensions developed on this
algorithm are its adaptation to run on shared memory architectures, results
got on SGI machines, and time and memory requirements of an out-of-core
implementation. Also another simple out of core volume rendering algorithm

is proposed.
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Chapter 1

Introduction

Volume rendering is the sub-field of the visualization with the goal of generat-
ing 2D images from 3D volumetric data sets.

The importance of volume rendering comes from the fact that data gen-
erated from computer simulations in sciences such as fluid dynamics, finite
element analysis, aerodynamics, etc, and also data acquired from satellites
for weather forecast, terrain mapping, etc, result usually in large data files of
giga-bytes in size. While all five human senses are very limited, our vision
sense has the important characteristic of allowing us to capture information
at a rate on the order of 100 million bits per second, since such information is
presented to us in the appropriate format: images.

To be able to analyze such data sets, we need to “see” them, and the
images generated must be consistent with our common sense. For instance, if
the data represents clouds, then the more dense the cloud, the darker it should
be displayed on the screen. Also, the hotter a region in space is, the brighter

in red color it should be shown. This coherence between the data, the type
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of experiment and the appearance of the image generated, makes it possible
for us to visually analyse this huge amount of data in a reasonable amount of
time.

Besides color coherence, just mentioned, another image characteristic cru-
cial for its correct analysis, is the definition. It will dictate how clearly details
of the data (either experiment or simulation) will be shown, making it easier
and faster to precisely analyze of the data. It is usual to use approximate
rendering algorithms to interactively find a position and angle of observation,
and then apply a precise and more expensive rendering algorithm to generate
the exact image. For example, iso-surface extraction can make use of graphics
hardware to deliver images at interactive frame rates. In areas like surgery, in
medicine, it is desirable that the image generated even during the fly through,
is as precise as possible, to avoid mistakes.

To achieve this goal, computer scientists are actively investigating new al-
gorithms and techniques to speed up the volume rendering process. As will
be explained in Chapter 2, data can be represented as regular or irregular
grids, while a more general representation would be unstructured, where no
connectivity is considered. In the last decade, fast and exact algorithms were
developed and optimized for regular grid data (which utilizes implicit grid in-
formation), achieving the desired real-time frame rate (about 30 frames per
second). It made this kind of representation very attractive for scientists in
various areas of research. But it was noticed that data density is not homoge-
neously distributed in space, and that a regular grid representation becomes
quickly prohibitive, as the amount of information grows, due to the high level

of redundancy.
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A more compact and efficient representation for volumetric data is an ir-
regular grid. The grids can be refined in regions of high density of information
and sparse in low density regions. A drawback of such efficiency in space
representation is that more adjacency information must be taken into consid-
eration, making it much harder to perform rendering. This is the focus of our

research. In this dissertation we present our results in this field.

Dissertation OQutline

This dissertation is organized as follows:

In Chapter 2 we present a brief review of volume rendering and the most im-
portant efficiency issues related to the parallelization of rendering algorithms.

In Chapter 2.3.3 we describe the development of a tool for time critical
scientific visualization. We integrated a fast ray-tracing algorithm with some
approximation methods, in both image and object spaces, that allowed us to
trade accuracy for speed in the image generation process. Both the original
and the simplified meshes are kept in memory, and the system delivers ap-
proximated images, showing more accurate ones when more time is available.

In Chapter 4 we propose a novel volume rendering algorithm we call ZSweep.
The algorithm is based on the sweep paradigm; see [56]. By sweeping all points
in the data in increasing z direction the algorithm projects the faces of the
cells incident on the point. The intersections for each pixel are kept in an
ordered list that is used in a future step of compositing. The efficiency arises

from the fact that the algorithm exploits the implicit (approximate) global
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ordering that the z-ordering of the vertices induces on the cells that are inci-
dent on them. Simplicity, speed, memory efficiency, and robustness were the
contributions of this algorithm is to the field of volume rendering.

In Chapter 5 we present the first parallelization results of the ZSweep al-
gorithm. Details about modifications necessary to avoid costly overheads and
to achieve a good load balancing are discussed. Also some cache coherence
analysis is given.

In Chapter 6 we propose two out-of-core volume rendering algorithms. The
first is a simple scheme of simple implementation that presents the desirable
characteristic of using a constant amount of memory, independent of the size
of the image required, we called memory insensitive rendering (MIR). The
second algorithm is more involved and is an extension of the ZSweep algo-
rithm, which brings down the memory requirement for the original algorithm
implementation.

Finally, Chapter 7 summarizes our work and gives some future directions.



Chapter 2

Review

In this chapter we review the basic concepts of volume rendering and issues
related to its parallelization. We start with a brief overview about data rep-

resentation.

2.1 Data Representation

Volume rendering is a subfield of visualization, which is an important field
of study in computer graphics. The goal of volume rendering is to create
(two-dimensional) images of (three-dimensional) volumetric data.

A volumetric dataset consists of information at sample locations in space.
The information may represent a scalar field, such as density in a computed
tomography (CT), or a vector field, such as velocity in a flow field, or even a
combination between these two, such as, energy, density, and momentum in a
computational fluid dynamics simulation.

Volumetric datasets are often represented in rectilinear grids, as a 3D grid
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of volume elements, called vozels. Each voxel is a unit of the volume and has
associated with it some property of the object or phenomenon being studied.
If all voxels are identical cubes the dataset is said to be reqular. Examples are
found in medical data, simulations of fluid dynamics experiments, and finite
element models. A variation on regular grids is curvilinear grids, which can be
thought of as the result of a “warping” of a regular grid. Unstructured grids
consist of arbitrarily shaped polyhedral cells, with no particular relation to
rectilinear grids. In this work, we focus on presenting efficient solutions for
visualizing volumetric datasets given as unstructured grids.

The most common techniques of volume rendering are ray-casting, splat-
ting, shear-warp and texture mapping based rendering. All of these techniques
can be applied to regular datasets, but only ray-casting and texture map-
ping (by means of 3D texture mapping), can be applied to unstructured grids
datasets.

Since we deal only with unstructured grids, we point to [50] as a reference
giving a survey and comparison among the techniques applied to regular grid
data.

We start by defining some important terms and concepts. We are given
a set V of n points in 3D space (R*). If no connection between the points
is given, such set is said to represent a point cloud. In unstructured grids,
connections are given between the points, which serve to organize the points

into a polyhedral decomposition of R? into vertices, edges, faces, and cells:

e Vertices are the input points V'; vertices are 0-dimensional.

e Edges are line segments connecting two vertices; edges are 1-dimensional.
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(a) (b) (c)

Figure 1: Basic geometrical connectivities. (a) Edges connect pairs of points.
(b) Points po, p1, p2 and ps are connected in a cycle that forms the boundary
of the face F'. To give a better 3D impression, we show the projection, P, of
F on the (z,y)-plane. Note that faces that are determined by more than 3
points may be non-planar. (c) A tetrahedral cell is defined by four triangular
faces.

See Figure 1.a.

e Faces are 2-dimensional polygons represented by a cycle of edges. See

Figure 1.b.

e Cells are 3-dimensional connected regions bounded by the faces. See

Figure 1.c.

Faces can be defined by three or more points. An important issue is that
when a face is determined by more then three points, it cannot be guaranteed
that the points are coplanar. This can lead to problems in the interpolation
step of the rendering procedure, as we discuss later.

We emphasize the distinction between a surface embedded in the 3D space,

bounding a 3D object, and an actual solid model of a 3D object. See Figure 2.
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3D objects are represented by (3-dimensional) cells, while a 2D surface is
represented only by a union of triangles or polygons, with no explicit data
representing the points in 3D that comprise the body of the object surrounded
by the surface. When generating an image using only the boundary faces, as
polygon rendering techniques do, no information about the interior is taken
into account.

If all cells of an unstructured grid are tetrahedral, we say that such a
dataset is represented by a tetrahedral grid. If the cells are given as hexahedra
(each having six faces), the dataset is said to be a hezahedral grid dataset. We
explicitly mention these two types of cells, since these are the most common
irregular grid representations found in the literature.

In Section 2.3.3 we describe the ray-casting algorithm, proposed by Bunyk
et al [6]; it uses cell connectivity to figure out the list of cells intersected by the
ray cast through each pixel of the image. In Section 4 we discuss the previous
works based on the sweep paradigm, including the ZSweep algorithm that we
propose in this thesis. In Section 5 and Section 6 we present the extensions
we have made to ZSweep, including the implementation and analysis of its
parallelization for shared-distributed memory architectures. We also describe
its adaptation to the out-of-core framework, in which the image is generated
in parts, and only the minimum data information necessary to generate each
part of the image is read in to memory at a time, allowing the visualization of

much larger datasets.
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Figure 2: As an example of real 3D object we use the tetrahedral mesh for
the dataset SPX. (a) Frontal boundary faces. (b) All boundary faces. (c) The
entire mesh, where the edges of the interior faces are shown in green. Note
that the mesh shown in (b) is a 2D surface, while the mesh shown in (c) is a

real 3D mesh since information about its interior is considered by taking into
account interior faces.



CHAPTER 2. REVIEW 10

2.2 Volu e Ren erin

We now review some of the basic ideas and concepts of volume rendering.

The rendering process is a very computational intensive and complex pro-
cess. To control each step of the process, while making optimizations possible,
it is usual to break the whole process into a sequence of small steps. Such a
sequence is called the rendering pipeline and is discussed in the next section.
To make our discussion more general, we comment on the general rendering
pipeline, which applies to both polygon rendering and volume rendering.

In polygon rendering, each pixel is assigned the characteristics of the closest
intersection among all intersections between the ray cast through the pixel, and
all polygons in the scene. In contrast, in volume rendering, the final color of
a pixel comes from the sum of the contributions from each cell intersected by
the ray. Even though at first it may seem that in both cases we would have to
find all intersections between the ray for each pixel and all faces in the scene,
in polygon rendering one is often able to eliminate many of the faces before
starting the more expensive steps of the pipeline. For each step discussed
below, we note if it is applicable only to polygon rendering or also to volume
rendering.

Finally, we refer to Figure 3, where we show from two different points of
views the results of applying a ray tracing (Figure 3 (a)), where only informa-
tion from the boundary faces can be taken into account to generate the final
image, and of applying ray casting (Figure 3 (b)), where the ray penetrates
the volume, instead of stopping at its surface. In volume rendering the faces

are considered to be semi-transparent, allowing the ray of light to pass from
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cell to cell. Ray casting determines for each pixel a list of intersections that
will be used to compute the lighting integral, resulting in the pixel s final color.

Each step of the Volume Rendering Pipeline groups a set of operations
necessary to perform a specific part of the whole process. The pipeline subdi-
vision depends on the particular implementation requirements. We will adopt
the following subdivision; see Figure 4. For convenience we split the pipeline
into two stages, the geometric stage and the rasterization stage.

Here we adopt the term model or o ect to indicate a connected portion of

the dataset; a single file may can contain many (disconnected) models.

Transformations and computations in the object space are performed at this

stage.

Modeling and Viewing Transformation

When first read into memory, an object resides in its on o ect space coordi-
nates. Each object has associated with it a sequence of transformations to
achieve the desired position and orientation relative to the world coordinate
system. The world space is unique, allowing all objects to be treated uniquely
throughout the pipeline.

To decrease the amount of work to be done, only the vis: le part of the data
has to be rendered. To determine the vertices and cells that must be taken into
account, a view transformation is performed. This transformation places the

camera (or observer) in the origin of the world, looking in a specific direction,
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(a) ()

Figure 5: On the left, the camera is positioned as the user specified. The
viewing transformation translates the view point to the origin, looking toward
the negative z-axis direction. It makes clipping and projection operations
simpler and faster. This procedure applies to both perspective and orthogonal
projections.

usually the negative z-axis. After applying these two transformations to all

data, the objects are now said to lie in the eye space. See Figure 5.

Back-Face Culling

This step, applicable only to polygon rendering, eliminates all faces whose
normals make angles smaller than 2 degrees with the viewing direction. In
the case of volume rendering, where the data is defined be interior faces as

well, back-face culling is not well defined, since the back of one cell is most
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likely the front of another cell. If the scene contains both types of models
(polygonal and volumetric), the application must be prepared to handle both
models, differently.

ighting

This is the step of the Volume Rendering pipeline in which the color for each
pixel of the image is computed. Various physical models can be used. The
more elaborate the model, the more realistic the images that are generated
and the more expensive and slower this step of the pipeline becomes.

Optical models used in volume rendering are based on physical models of
interaction between light and matter. The mathematical equation for this
purpose is known as the volume rendering integral (VRI) [4, 36, 47, 33]. The
model we analyze here is the one we have been using throughout our imple-
mentations, where the particles that comprise the matter of the object being
visualized are assumed to absorb and to emit light.

For the geometrical considerations used in obtaining the expression for the
optical model, we refer to Figure 6. In order to derive the VRI, we are going to
analyze the amount of light both absorbed and emitted by a cylindrical cross
section of the data with volume given by V , where is area of the
base of the cylinder and is its height. See Figure 6(a). For simplicity the
particles that comprise the object are considered to be identical spheres, with

2

radius , resulting in a projected area of on the frontal area of the

cross section; see Figure 6(b). Given as the particle density in the volume,
there are particles in the cross section. For small | the total

projected area can be approximated by 2 2 or 2 perunit
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$\delta s$

(a) ()

Figure 6: (a) In this cross section of an object, the small spheres represent the
particles that comprise the object. The arrow indicates the viewing direction.
(b) This is the frontal view of the cross section; the small circles are the
projections of the particles on the front face.
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area of the cross section. In the limit of 0, no overlap occurs and the

exact expression is given by the following differential equation:

— ) T () T() (1)
Here the terms () and ( ) are respectively the light intensities emitted

and absorbed by the differential cross section. It is usual to express ()

() =

— E()  O1() (2)

() () () is called the emission term while () is called the a -
sorption coe cient in the second term on the right-hand side of Equation 2.
This equation can be solved by passing the second term on the right-
hand side to the left-hand side, multiplying the whole equation by the term
zp( o () ), and performing the integration with respect to , from 0 to z,

on both sides of the equation. The result is:

I I, T(2) . E(z)d (2)dz (3)

The term T(z) can be understood as the “transparency” of the object. The
transparency and the opacity, O(z), are related as follows: T(z) 1 O(z).
Considering the intensities as the intensities in terms of color, absorbed or

emitted by the particles in the object, we can rewrite equation 3 as

C(z) Gy () (1 O(2))dz, (4)
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and the opacity O(z) is obtained from

O(z) O o(z)dz (5)
0
This can be approximated as
1
O O 5 (o0 o) =z (6)

Finally, we obtain an analytical expression for the solution to Equation 4,

considered up to its second degree term:

c C 1(c c)O 1) =z %(300 5co co 3co) 7

(7)
Note that we changed the limits of integration from the range (0, z) to the
range (z ,z ), in order to correspond to the integration from the current z to

the next z.

Pro ection

As we reach this point in the pipeline, all data is ready to be normalized to
fit on the screen. Remember that the data lies in the view space, usually the
unit-radius cube, with extreme pointsat ( 1, 1, 1)and (1,1,1). Depending
on the application s needs, one can decide to use either orthographic projection
(also called parallel projection) or perspective projection. Both transformations
can be represented by a 4r4 matrix and are well covered in the literature, so

we omit explicit review here.

Clipping

Only the primitives completely or partially inside the view volume need to be

passed to the next step of the rendering pipeline, which then draws them on
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Figure 7: Clipping a set of triangles.

the screen. Among such primitives, those that lie partially inside the viewing
volume require clipping; see Figure 7. Clipping is applicable in both polygon

and volume rendering algorithms.

After all transformations have been performed in the object space, we have the
data ready to generate the final 2D image to be displayed on the screen. This
process is the rasterization or scan conversion. A very simple way to think
about this step of the pipeline is to consider a triangular face of the data,
compute its bounding box, and make a double loop in  and coordinates,
and for each pixel inside the bounding box, compute its z coordinate. If scalar

field values (which are given at the vertices of the input) is also to be taken
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into account, one can compute them by means of a bilinear interpolation of
the scalar values defined on each of the three vertices. We use this information
to compute the contribution for the three color components, r g , for each
pixel, and also the opacity. Modern video cards have support for triangular
face scan conversion, which accelerates this process.

The color computed for each pixel is in the format ( , , , ), where the
stands for the opacity; these values are kept in a buffer called the color u er.
It is usual to use two buffers at the same time. All drawing is performed in
one buffer and it is only sent to the screen when all of the primitives have
been scan converted. At this time, we start drawing in the second buffer and
when it is completed, it is flushed, and so on. The double buffer technique
avoids undesired effects, such as flicking, while the program is drawing each
primitive.

There is another buffer called the Z- u er, which keeps for each pixel the
z coordinate of the face closest to the observer. By comparing the z value
for each new intersection for each pixel, it is possible to decide which value
must be kept. The Z- wu er resolves occlusion problems in hardware very
inexpensively. Note that the Z- wu eris applicable only to opaque objects in
the scene. In scientific visualization, where all data is assumed to be semi-
transparent, this use of the Z- u eris not applicable.

There is another buffer designed to handle transparency between two faces
— the stencil u er. To use this buffer for volume rendering, extra care must
be taken, since the faces must be sent to it in the correct depth order, which
requires an ordering on the cells (often obtained from a topological (partial)

ordering of the cells). Furthermore, if the faces in the data contain “cycles”
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in the visibility (partial) ordering, it is impossible to obtain a correct order,

unless some of the faces involved in the loop are cut, in order to break cycles.

2. arallel Ren erin asi s

For a more thorough discussion of parallel rendering background, we refer
the reader to [16]; the discussion we give in this section contains only the
minimum information necessary for the reader to grasp the basic ideas about
parallel processing applied to volume rendering.

An algorithm is said to be em arrassingly parallel if it can be easily paral-
lelized, with an implementation that performs little or no inter-process com-

munication, and a very small overhead is introduced due to parallel issues.

Parallel architectures is an extensive subject. Here we give just a brief idea
about the two most important classes of parallel architectures: shared memory
and distri uted memory architectures. For further background on this topic,
see [17].

For shared memory machines, all of the memory available in the machine
can be accessed by any one of the processors. When executing a parallel code,
the operating system creates the first thread, called the parent thread. The
parent thread is responsible for creating all of the glo al varia les, which will
be accessible by any process in the parallel part of the code. After reading all
necessary data and allocating memory space for all global variables, it reaches

the part of the code where the parallel commands will order the operating
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Figure 8: Parallel implementation considerations. Each processor has its on
private set of variables, while all processors are able to access a common mem-
ory area for the global variables. Two implementation issues must be carefully
considered for the sake of efficiency: modifying global variables only when
necessary, and memory locality for cache coherence.

system to create the desired number of threads or processes. Note that the
number of threads has no connection to the number of processors in the ma-
chine. One can create, say, five threads in a one-processor machine, and the
processor time will be shared between the processes, managed by the operat-
ing system. If the number of threads one creates is less than or equal to the
number of processors in the machine, the operating system assigns one thread
for each available processor. See Figure 8.

When the operating system creates all threads, any variable created by
one thread can be accessed only by itself (private variables), but the global

variables can still be accessed by all threads. This means that global data can
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be manipulated by any of the processors in a transparent way, making the
access the same as usually experienced in a serial program.

Parallelizing a serial algorithm into this type of architecture is often straight-
forward, but, in order to achieve efficiency, care must be taken when it comes
to global variables access. All processes can read the value of the same vari-
able at the same time without problem. But if the access modifies the content
of a global variable, the processor must make sure that no other process will
try to modify this same variable at the same time by loc ing its global access
permission during the modification. On the other hand, the processor must
unloc the variable global access as soon as possible to avoid other processes
having to wait idle for the variable to have its access freed.

In this type of architecture, processors access RAM memory using the data

us. The memory access speed is a function of the data wus and-width. This
dependency imposes a limitation on the scalability of the shared memory ar-
chitecture, or the number of processors that can be added to the configuration.

Some smart schemes were introduced to speed up this architecture while
also allowing a greater number of processors to be used. One such scheme is
non-uniform memory access, where each processor has a local memory module;
accessing its own memory is faster than accessing other processors remote
memory. In this scheme the wus and-width is not as restrictive, as in the
previous scheme, allowing a much better scalability. But the cost for remote
memory access is higher, and the programmer is responsible for avoiding as
much as possible its occurrence.

The other important class of architecture is the distri uted memory ar-

chitecture. Here, each processor can be seen as a stand-alone computer and
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communication between two different PUs must be carried out by means
of networking communications. essage passing is the most common such
technique used. See Figure 9.
In this architecture, access to remote memory becomes very expensive and
a different approach for a parallel implementation must be considered. A more
elaborate scheme is required to avoid communication as much as possible. For
instance, in ray-casting algorithms if each process is assigned with the task
of computing the final color of a set of pixels of the image, only these
sets of (1, , ) values will have to be sent to the process responsible for
assembling the final image. On the other hand, this approach requires a lot
of information to be duplicated on each processor. Another possible scheme is
to divide the data among the processors, avoiding data duplication; however,
this will require each processor to send more information around, increasing
the communication cost.
The decision of which scheme to use is highly dependent upon the char-
acteristics of the algorithm chosen, the type of data to be handled, and the

specifications of the hardware available.

The types of parallelism one can apply in the volume rendering include func-
tional parallelism, data parallelism, and temporal parallelism. The method to
be used depends upon the application and the rendering algorithm to be de-
veloped. These methods can also be combined into a hybrid method, which

may be more efficient.
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